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Abstract. Can team incentives increase worker’s productivity and decrease pro-
crastination in intertemporal tasks? We recruited just under 600 online workers
to engage in tedious tasks over three days. They were randomly assigned to either
individualistic (Solo) incentives or to one of two team-based incentives (Cooperative
and Competitive). Contrary to theoretical predictions, workers under Cooperative
incentives surpassed the performance of those working under either Solo or Com-
petitive incentives. Productivity on Day 1, which in theory should inversely relate
to procrastination, was also significantly higher in both team treatments. Our
structural analysis confirms that teams increase productivity by enhancing intrinsic
motivation and by reducing the tendency to delay work. Finally, teams increase
productivity further under Competitive incentives, when workers can observe and
react to the efforts of their team members.
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A vast literature in economics and psychology finds that individuals systematically

procrastinate: we persistently postpone unpleasant but important activities, which

ends up reducing our overall productivity. Although most of this empirical evidence

on procrastination (see Frederick et al. 2002, Cohen et al. 2020 for a review) is exclu-

sively based on data from individualistic tasks, one expects a fundamental tendency

like procrastination to also extend, perhaps equally, to tasks performed as a collective.

When couples within a household plan to buy a home or jointly save for retirement,

when co-workers compete among themselves to get a raise, or when players in a team

sport aim to secure a league victory, individuals function as members of a broader

collective or team, collectively pursuing interconnected objectives. Are individuals
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equally procrastinating and (un)productive across individual and collective environ-

ments, or could interconnected team-based goals help individuals be more motivated

and procrastinate less?

In this paper, we measure how team-based incentives impact the early and total

performance of individuals engaged in a multi-day real-effort task. We recruit under

600 online workers to participate in a real-effort study involving a straightforward

typing task conducted over three consecutive workdays. These workers are randomly

assigned to treatment conditions that offered personal or team-based incentives.

We study two different team-based incentives that utilize two fundamental human

traits: cooperation and competition. In our Cooperative treatment, workers in a

team of two equally share the total revenue generated collectively by them, based

on a piece rate of p. Such incentive structures, based on sharing, are prevalent in

numerous workplace settings. For instance, at Great-Plains Software (later acquired

by Microsoft in 2001), team members shared compensation equally.1 Similarly in RR

Donnelly & Sons, a large commercial printing company, workers were organized into

teams and rewarded collectively for achieving waste reduction goals. The cash bonus

for meeting the target was evenly distributed among the team members.2 In sharp

contrast, in our Competitive treatment, both workers in a team of two get a minimum

guaranteed piece rate of 2p/3, but the worker who completes more tasks among the

pair earns an additional bonus payment that depends on their total productivity. This

payment scheme emulates the competitive compensation packages offered by compa-

nies that incentivize high-performers with company stocks or bonuses proportionate

to company profits. To compare with these two team-based incentives, we implement

an individualistic (Solo) incentive treatment, where workers are paid based on their

own effort by the piece rate p.

In all treatment conditions, participants were allowed to work for a maximum of

45 minutes over three consecutive days. Participants had full flexibility in determin-

ing their daily work amount, allowing them to postpone the majority of tasks until

the deadline. Essentially, instead of facing an explicit choice between “effort now”

and “effort later” commonly found in economics experiments (for example, Coller and

Williams 1999 utilize price lists and Augenblick et al. 2015 utilize convex time bud-

gets), our study’s participants encountered an implicit trade-off between present and

1See Parker et al. 2000 for details. Barnes et al. 2011 describe Lotus Software employing similar
team incentives
2See Baldwin et al. 2008) for details.
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future effort. This trade-off was determined by the overall time constraint (45 min-

utes) and the completion deadline (on Day 3). For any fixed amount of total work

(or total compensation) one aims to complete before the deadline, working less on

earlier dates means having to work more on subsequent dates. Thus, the intertempo-

ral tradeoff is easy to understand as it mirrors real-life scenarios of working towards

a deadline (for e.g., Ariely and Wertenbroch 2002).

As we later explain in Figure 2 in Section I, the payment schemes are designed so

that all three treatments always provide equal compensation to the average worker ;

making them comparable in terms of overall earnings. Still the incentives are biased

against the team treatments, especially the Cooperative treatment where the effective

piecerate was only half of the Solo treatment. Theoretically, Cooperative incentives

are predicted to perform the worst, for any arbitrary beliefs about teammates, even

after accounting for reasonable levels of intrinsic motivation.

Contrary to the theoretical predictions, Cooperative incentives consistently outper-

form Solo and Competitive incentives across both measures of worker productivity:

the probability of completing all 45 minutes of work and the total tasks completed.

Furthermore, the difference between Cooperative and Solo incentives is consistently

statistically significant. For example, compared to Solo, workers in the Cooperative

treatment exhibit a 18.4% higher likelihood of working for the entire 45 minutes and

they complete 65 more typing tasks.

Our second theoretical result connects Day 1’s effort to present bias or procrastina-

tion: the more present-biased a worker is, the less they would work on Day 1, choosing

instead to postpone work to the later days. We find that workers in both team treat-

ments work more on Day 1 than those in the Solo treatment. This is particularly

evident in the Competitive treatment, where the increase in productivity over the

three days is largely due to the additional work done on Day 1. In the Cooperative

treatment, the rise in Day 1 productivity accounts for more than a third of the total

productivity increase compared to the Solo treatment. Thus, workers are less likely

to postpone work under team incentives.

Based on the patterns in the data, two non-exclusive mechanisms can explain why

team incentives yield better outcomes compared to individual incentives. Firstly,

team incentives have the potential to enhance intrinsic motivation among team mem-

bers (Ryan and Deci, 2000), thus making them work harder for the same piece rate.

The second novel mechanism involves team incentives reducing present bias, which

in turn increases productivity. To assess and analyze the two mechanisms, as well
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as their combined effects, we conduct a structural estimation exercise. We find sta-

tistically significant evidence supporting both mechanisms. In our model comparison

tests, the conjunction hypothesis of “team incentives decrease present-biased behavior

and motivate more than the implied piece rate” outperforms each of the individual

explanations.

In the baseline team treatments, workers could only infer their partner’s effort

from their final payment, received after the study had concluded. In the next two

treatments, we also investigate two additional team-based mechanisms that might

influence intertemporal allocation of effort if workers were also informed about their

fellow team member’s Day 1 and Day 2 effort on Days 2 and 3, respectively. Firstly, we

anticipated that workers would exert more effort on Days 2 or 3 if they observed their

partners working harder on preceding days, driven by reciprocity in one treatment and

competitiveness in the other, respectively. We call this the Reaction effect. Secondly,

closely tied to the Reaction channel, we expected team members to anticipate the

Reaction effect and modify their actions to influence the Reaction of other team

members in a manner that favors their own outcomes. For example, anticipating the

Reaction, workers in the Cooperative treatment could work harder on Day 1 to signal

their type, countering their procrastination: we call this the Signaling effect. To study

the marginal effect of these channels, we introduce two observability (obs) treatments:

Cooperative-obs and Competitive-obs, where workers could observe their partner’s

past day’s effort. Essentially, we decompose the informational stimulus inherent in

teams by differentiating between our baseline and the obs team treatments. The

baseline captures the effect of ex-post information, while the obs treatments pinpoint

the impact of real-time feedback, which can not only influence immediate reactions

but also induce anticipatory signaling effects.

We find significant evidence of the Reaction effect in both Cooperative-obs and

Competitive-obs treatments. However, this effect is much stronger under Competitive-

obs incentives. For example, observability increases total productivity by 41 tasks on

average under competitive incentives, which results in Competitive-obs significantly

outperforming Solo incentives and marginally outperforming Cooperation-obs on ag-

gregate productivity.

Surprisingly, despite the presence of the Reaction effect, we fail to find any evidence

of its dual: the Signaling effect. Effort in the first period remains mostly unchanged

irrespective of whether observability is present, and this is regardless of the incentive

type. For example, workers in the Cooperative treatment do not work more on Day
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1 to influence their partner’s future effort. Therefore, contrary to our expectations,

strategic thinking does not impact the Day 1 choices. To unravel this paradox, we

introduce two additional diagnostic treatments (see Section C in the Appendix) that

reveals that most workers anticipate the Reaction effect, yet they lack the strategic

sophistication required to leverage their opponent’s responses to their own advantage.

To the best of our knowledge, this is the first paper to show that team incentives

can also influence the intertemporal allocation of effort, a phenomenon generally at-

tributed to immutable time preferences. Our results help explain why team incentives

are being identified as powerful motivators in driving positive health outcomes, espe-

cially in activities prone to procrastination, for example losing weight or exercising.

For example, Patel et al. 2016 study the percentage of subjects who meet a daily

7000-steps goal under individual incentives ($50 if subjects meet goal) versus under

team incentive ($50 only if all four team members met the goal), and find that the

latter was significantly higher. Similarly, Pearson et al. 2020 found that adding mod-

est team-based incentives to an app-based rewards program significantly increased

mean daily step count. Finally, Babcock et al. 2015 compares individual incentives

(where a participant earns a $25 bonus for n visits to the gym or to the library, respec-

tively in two separate experiments)with team incentives (a $25 bonus awarded only

if both the subject and their partner attend n times). They find that team incentives

significantly outperform individual ones.

Instead of the intertemporal patterns, most of the literature on teams so far has

instead focused on how teams increase aggregate productivity, or how team incentives

are affected by social-preferences and social connections. For example, in a series

of influential papers on workplace incentives among teams of fruit pickers, Bandiera

et al. [2005, 2010, 2013] investigate the relationship between social connections and so-

cial incentives, and how those affect total productivity. Similar connections have also

been studied in broader contexts: researchers have asked subjects to work for char-

ities (Imas 2014), induced a gift-exchange between employer and employee (Gneezy

and List 2006), allowed social comparison within agents (Goldstein et al. 2008), or

created a weakest-link payoff structure that demands coordination (Babcock et al.

2015, Bortolotti et al. 2016, List and Shah 2022) and found that such interventions

increased producitivity. Even though some of these studies, especially the ones run in

a field setting, use a multi-day design to compare aggregate effort across treatments,

they do not focus on how that aggregate productivity was distributed intertemporally,

as we do. Overall, our paper lies at the intersection of three experimental literatures.
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The first strand measures the intertemporalallocation of real effort in individualistic

decision tasks to parametrically estimate time preference parameters at the individual

level (see Cohen et al. 2020 for a review). Secondly, our work is also related to the

literature that compares aggregate productivity under different social compensation

schemes (e.g., Bandiera et al. 2005, Niederle and Vesterlund 2007, Bandiera et al.

2013, Bracha and Fershtman 2013, Babcock et al. 2015). Lastly, our research aligns

with a third strand, which investigates strategic interactions in longitudinal games

with time-delayed actions and payments (e.g., Kim 2023).

The paper is organized as follows. Section I presents an overview of the experimen-

tal design and procedures. The model and the theoretical predictions are presented

in Section II. In Section III we report the main results. In Section IV we analyze the

Cooperative-obs and Competitive-obs treatments. Section V summarizes the results

and concludes.

I. experimental design

At the start of the study, all workers were informed that the study required them to

log in and work remotely for three consecutive days. Their earnings depended on the

number of transcription tasks they completed over the three days. Each transcription

task required them to type a sequence of six randomly chosen letters correctly. Two

days after completing their Day 3 tasks, the workers obtained their payment electron-

ically through the MTurk platform.3 Studying the intertemporal allocation of work

over three days is crucial to our research question about procrastination. Hence, to

discourage attrition and encourage participation on all three days, workers who par-

ticipated on all three days were paid a $4.00 log-in bonus. Failing to participate on

any day disqualified them from the rest of the study, and they forfeited the $4.00.

Figure 1 displays the experimental interface for the typing tasks. The interface

contains the basic instructions and displays the minimum number of tasks that work-

ers committed to type each day to be eligible for the $4.00 log-in bonus (Figure 9 in

Appendix F) and their plans.4

I.1. Work Treatments. Workers were randomly assigned to one out of five treatments

(three baseline treatments and two more derivative treatments that added observabil-

ity). In the baseline Cooperative and Competitive treatments, they were randomly

paired with another subject. In the Cooperative treatment, workers in a team of

3We needed at least a day to verify the group payments and pay all the subjects.
4The instructions can be found in Appendix D.
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Figure 1. Typing Task Interface

two were paid equally based on their average performance and a piece rate p: Team

members who completed e1 and e2 tasks respectively got p(e1 + e2)/2 each. Next,

in the Competitive treatment, workers in a team of two got a minimum guaranteed

piece rate of 2p/3, but the worker completing more tasks among the pair earned an

additional bonus payment p(e1 + e2)/3 that depended on the aggregate output. In

the baseline team treatments, workers could not observe their partner’s effort from

past days. As a control, we ran an individualistic (Solo) treatment, where workers

were paid based on their own effort: they get pe where p is the piece rate and e is the
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total number of typing tasks they completed. As illustrated in Figure 2, the payment

schemes were designed such that all three treatments paid equally on average, thus

making them comparable in terms of total worker compensation.

Our competitive treatment has two unique features compared to other experimen-

tal studies of competitive incentives: Firstly, we implement a bonus payment that

increases with the total value generated by the team members, similar to how firms

allocate performance bonuses by providing company stocks. In contrast, experimental

studies of competitive incentives (e.g., Gneezy et al. 2003, Niederle and Vesterlund

2007) or studies of competitive institutions like contests or rank-order tournaments

(see Dechenaux et al. 2015 for a review) usually offer a bonus that is exogenously fixed

and independent of total effort.5 We consciously avoided such a design as we believe

not all competitive environments share that feature, and also because Bandiera et al.

[2005] find that such competitive incentives can be self-defeating, leading workers to

lower their effort under a relative-incentive scheme as they internalize the externality

they impose on others.

Secondly, much of the experimental literature pays competition-winners dispropor-

tionately more than the losers. For example, the design in the well-replicated study

by Niederle and Vesterlund [2007] pays competition-winners $2 per correct problem

solved and pays losers nothing. Similarly, designs by Bracha and Fershtman [2013]

and Gneezy et al. [2003] pay the winner 6 times that of the loser. To give compe-

tition a fair shot, we removed such pay-disparity, which has been identified in the

psychological literature as one of the environmental triggers of ”choking under pres-

sure” (Baumeister 1984, Baumeister and Showers 1986). We ensure that the losing

party faces a smaller disadvantage by guaranteeing a substantial base piece rate of

2p/3 to both participants.

Ex-post information available on payment date: In the baseline team treatments,

partners could not observe each other’s efforts during the three workdays. However,

on their payment day, by receiving minimal feedback (information about their own

payment), they could deduce their partner’s effort6—completely in the Cooperative

5As an exception, Chen 2020 studies the effect of inter-team competition on team-members in a
setting where resources endogenously generated by the losing team is transferred to the winning
team. See Sheremeta 2018 for a review of the broader inter-team competition literature.
6Any team-based compensation scheme would always reveal information about the teammates’ effort
on the payment date.
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Figure 2. Payoff Equivalence for any piecerate p: Consider two workers who have
completed e1 and e2 typing tasks respectively with e1 > e2. For each treatment, we
plot their total payments as the areas in white and black. The areas of the three
pillars, which represent the total payments made to the two workers under the three
treatments, are identical and equal to p(e1 + e2).

treatment and partially in the Competitive treatment.7 In the Cooperative treat-

ment, because the payments disclose the average effort, knowing one’s own effort and

payment (or average effort) is sufficient to infer the partner’s effort. Consequently,

both players can determine each other’s effort, making this common knowledge. In

the Competitive, failing to win the bonus reveals that the partner completed more

tasks (partial information), whereas winning the bonus completely reveals the part-

ner’s effort based on the size of the bonus (full information). As with the Cooperative

setup, this is also common knowledge.

Still, by not revealing partner’s effort during Days 1-3, the two team treatments

described thus far rule out workers changing their effort in retaliation to each other’s

effort (Reaction channel henceforth) or increasing work to influence their partner

(Signaling channel henceforth). To measure if feedback about the partner induces the

Reaction and Signaling channels, we introduce two new variations to the baseline team

treatments: the Competitive-obs and Cooperative-obs treatments. In the Competitive-

obs and Cooperative-obs treatments, workers receive feedback on Days 2 and 3 about

7In practice, on their payment day, we also explicitly informed them about both their own and their
partner’s efforts each day. However, they were not aware of this at the beginning of the experiment.
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the number of tasks completed by their partner on previous days.8 Subjects are

informed about this observability feature from the beginning of the study. For a

detailed comparison of incentives and feedback across the treatments, please refer to

Table 1.

We essentially decompose the informational stimulus present in teams into our

baseline and obs treatments. The baseline isolates the effect of ex-post information,

while the obs treatments isolates the effect of real-time feedback that can influence

reactions as well as create anticipatory signaling effects.

Table 1. Experimental Treatments

Treatment
Feedback Number of Number of Average

Payoff About Workers that Workers that Payoff

Partner Submitted Completed

Tasks 3 Days

Baseline Treatments

Solo pe NA 125 103 $ 9.16

Cooperative p
2 (e1 + e2) to both No 103 91 $ 9.60

Competitive (e1 > e2)
2p
3 e1 +

p
3 (e1 + e2) and

2p
3 e2 No 118 94 $ 9.46

Obs Treatments

Cooperative-obs p
2 (e1 + e2) Yes 122 91 $ 9.60

Competitive-obs 2p
3 e1 +

p
3 (e1 + e2) and

2p
3 e2 Yes 129 90 $ 10.63

Note: p = $0.015 is the piece rate and e the total number of tasks they completed over three days. For
the Cooperative and Competitive treatments, e1 and e2 refer to the total tasks completed by the best
and worst performers, respectively. The payoffs include the log-in bonus.

I.2. Experimental Procedures. We recruited workers from Amazon Mechanical Turk

(MTurk). The data-collection period spanned from June 2020 to January 2021. Par-

ticipants accessed the study through the MTurk interface and were then redirected to

the GUI designed on oTree (see Chen et al., 2016).9 MTurk offers several advantages

over standard university subject pools for our research on productivity and retention.

Firstly, it enabled us to recruit relatively large subject pools (just under 600

workers) while preventing direct communication between them despite the multi-day

strategic interaction (MTurk workers are anonymous and spread all over the country,

8In Figure 11 within Appendix F, we provide a screenshot describing the feedback received by the
participants in both the Competitive-obs and Cooperative-obs treatments.
9Table 6 in Appendix A summarizes the sample by key demographic characteristics.
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unlike university students). This anonymity was crucial for maintaining the integrity

of the experimental protocol, as any communication between paired partners outside

the designated experimental period could compromise the comparison between the

observability and baseline treatments.10 Secondly, online workers, unlike students,

would not have any future interactions with the researchers (us). As a result, they

are less likely to feel obligated to keep participating in the tasks if they find it unre-

warding or uninteresting. This helps us compare attrition under different incentives.

Only US workers who are authenticated via their social security number were al-

lowed to participate in our study. To ensure that workers read and comprehended

the instructions, they were required to successfully complete a series of comprehen-

sion checks that thoroughly assessed their understanding of the incentives and the

intertemporal aspects of the task.11 Out of the 1,297 workers who were directed to

the oTree interface, 99 dropped out prior to reading the instructions, 59 dropped

out before completing the quiz, and we excluded 526 participants who answered the

majority of the quiz questions incorrectly. We also used attention checks hidden in

the middle of the tasks to identify and remove inattentive workers and bots. The

final sample consists of five treatments with 597 participants who passed the quiz and

submitted at least one task. Out of these, 469 completed the minimum required tasks

on each of the three days.

II. Model and Hypotheses

In this theory section, we show that our experimental design enables comparison be-

tween Solo versus team treatments under dominant strategies/one-round elimination

of strictly dominated strategies. These comparative results hold true even in scenar-

ios where (1) agents make choices over multiple days, (2) tradeoffs between costs and

benefits occur at different times, and (3) there exists potential dynamic inconsistency

due to one’s incorrect beliefs about one’s own future preferences. In Subsection II.1,

we present a formal model of intertemporal effort choice in the Solo task, building

upon the work of O’Donoghue and Rabin [1999]. This model incorporates the features

(1)-(3) described above.

II.1. Solo incentives model. Workers are required to work on days 1,2, and 3. If they

complete e1, e2, e3 tasks respectively on these three days, they are paid p(e1+ e2+ e3)

10If students participated alongside fellow students over multiple days in a lab, it would be impossible
to track or control their communication outside the lab.
11Figure 8 in Appendix E shows the questions asked to workers in the Solo treatment. They have
to answer the majority of the questions correctly to be able to proceed.
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on a later day T + 1 > 3. We assume that the effort cost is modelled by a function

c(e) with c′ > 0, c′′ > 0. Suppose n is the number of tasks completed by them per

minute. Workers cannot work for more than a total of 45 minutes over the three days,

which translates to 45n = M total tasks.

e1 + e2 + e3 ≤ M

Assuming individuals have β-δ preferences, we define the dynamic problem recursively,

starting from the last day. On the terminal day 3, Solo (s) workers decide how much

they want to work on Day 3, denoted as es3(e1, e2), which is a function of their previous

decisions e1 and e2 (state variables). The effort cost from previous days is sunk and

therefore not included in the utility expression below. The monetary benefit from

previous effort is also sunk, but is yet to be experienced, and hence we include it in

the expression.

Day 3’s problem (Solo):

(II.1) es3(e1, e2, β, p) ≡ argmax
e3

kβδT−2p
3∑

t=1

et−c(e3) subject to 0 ≤ e3 ≤ M−e2−e1

where k is a constant that guarantees that money and effort-cost are expressed in the

same units. Following O’Donoghue and Rabin [1999], in each non-terminal period,

individuals choose their current effort believing that their future selves possess a

present bias parameter denoted as β̂ ≥ β.12 This allows for naive time-inconsistent

choice, as subjects might make an advanced choice under the wrong belief that their

future selves have no present bias (β̂ = 1).

Thereafter, on Day 2, individuals decide es2(e1) based on the already-spent time e1

(state variable), and the belief that their Day 3 self would choose ê3 = es3(e1, e2, β̂, p)

optimally for present bias β̂.13

Day 2’s problem (Solo):

es2(e1, β, p) ≡ argmax
e2

βδT−1kp(e1 + e2 + ê3)− c(e2)− βδc(ê3) subject to

12Hence, when β̂ = β, it refers to individuals who are considered sophisticated, as they are fully
aware of their future self-control issues and can accurately anticipate their future behavior. On the

other hand, when β̂ = 1, it describes naive individuals who are entirely oblivious to their future
self-control problems and believe that their future selves will behave in the same manner as their

present selves desire. Intermediate values of β̂ characterize partial naivete individuals.
13A naive subject mispredicts her future preferences and hence her future choice: es3(e1, e2, β̂, p) ̸=
es3(e1, e2, β, p).
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(i) 0 ≤ e2 ≤ M − e1

(ii) ê3 ≡ es3(e1, e2, β̂, p)

Similarly, on Day 1, the individual holds beliefs about Day 2 and Day 3 actions, ê2

and ê3, and solves:

es1(β, p) ≡ argmax
e1

βδTkp(e1 + ê2 + ê3)− c(e1)− βδc(ê2)− βδ2c(ê3)

subject to

(i) 0 ≤ e1 ≤ M

(ii) ê2 ≡ es2(e1, β̂, p)

(iii) ê3 ≡ es3(e1, ê
s
2, β̂, p)

e1, e2, e3 are real numbers that represent specific choices and es1(·), es2(·), es3(·) are op-

timal choice functions that map state-variables (such as previous choices and present

bias) to real numbers. ê1, ê2, ê3 are defined recursively for the beliefs β̂ about present

bias. The superscript s denotes Solo incentives. Solving es1(·), es2(·), es3(·) recursively
yields real numbers es∗1 (p), es∗2 (p), es∗3 (p), which represent the optimal numerical solu-

tion under Solo incentives at piece rate p (note the additional asterisk). We can now

state our main theoretical result:

Proposition 1. Let a subject with preference parameters (β, δ) have c(e) = eγ+1

γ+1
for

γ > 0.

(i) Early effort: es∗1 is weakly increasing in β.

Next, assuming that on Day 1 and 2 she believes that she would exhaust all 45 minutes

and assuming an interior optimum, we get

ii) On Day 1, she would complete es∗1 = Mf
1+f

tasks, where fγ =

(
βδ (β̂δ)

γ+1
γ

((β̂δ)
1
γ +1)γ+1

+ βδ2 1

((β̂δ)
1
γ +1)γ+1

)
.

iii) On Day 2, she would complete es∗2 = (βδ)
1
γ

1+(βδ)
1
γ
(M − e∗1) tasks

iv) On Day 3, she would either complete M − es∗1 − es∗2 tasks (and thus exhaust all

45 minutes) or stop short of it at es3 = (kβδ2p)1/γ tasks at which point the marginal

benefit and cost of working are exactly equal.

Part (i) establishes a monotonic relationship between procrastination and Day 1

effort: as β increases, the amount of work completed on Day 1 increases weakly as a

lower amount of work is postponed to be completed later. Thus Day 1 effort, that is

observable, can serve as a proxy for present bias (unobservable in our experiment).
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Next, to derive a simple closed-form solution to the individual’s problem, we assume

an interior solution and that k is large enough such that the subject believes on Days

1 and 2 that she would exhaust all 45 minutes. This captures a typical naive worker

who delays work for later days, expecting her future selves to exhaust all time. They

can fall short of the goal when they get to the final day, if they underestimated the

extent of their present bias (β̂> β). This leads to simple closed form solutions for

each day’s effort which are also used later for our structural estimation.14

II.2. Team incentives. Under team incentives, the worker’s beliefs about partner’s

actions matter. Let (e′t) for t = 1, 2, 3 represent the tasks completed by the partner

on Day t = 1, 2, 3 and let e′ =
∑3

t=1 e
′
t denote its sum. Let b be the belief distribution

over the three-tuple of partner’s effort in the three periods. Next, we demonstrate

that our design enables us to derive predictions regarding best responses that are

independent of all such beliefs and that are robust under the assumption that players

enjoy additional intrinsic motivation in teams.

Cooperative Treatment (Non-obs): We assume a simple model of cooperation-based

intrinsic motivation, where the subject’s final utility is the sum of her selfish utility

and α ∈ [0, 1) times her team-mate’s utility, where α is a constant utility parameter.15

For any belief b,

ecoop3 (e1, e2, β, p) ≡ argmax
e3

kβδT−2

p2(
3∑

t=1

et +Eb

3∑
t=1

e′t)︸ ︷︷ ︸
own pay

+α
p

2
(

3∑
t=1

et +Eb

3∑
t=1

e′t)︸ ︷︷ ︸
partner’s pay



−

c(e3) + α Ebc(e
′
3)︸ ︷︷ ︸

partner’s cost,
d(·)
de3

=0


subject to 0 ≤ e3 ≤ M − e1 − e2︸ ︷︷ ︸

identical to Day 3 constraint from Solo

where all expectations E are taken w.r.t the belief b.

Remark 1. The terms containing partner’s effort (see bolded) and effort from previous

periods vanish from the first derivative of the Lagrangian, making beliefs irrelevant

and resulting in a dominant strategy based on the marginal benefit. Specifically, the

14If one relaxes the interior optima assumption, part (iv) of our result still holds, but that proof is
significantly longer has to account for multiple edge cases.
15α can also be interpreted as an altruism parameter.
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marginal benefit is (1+α)/2 times that of the Solo problem, and the marginal cost is

identical to that of the Solo problem. Consequently, the Day 3 problem and optimal

response for such a player are identical to those observed in the Solo treatment, with

piece rate p(1 + α)/2 ∈ [p/2, p), which is strictly smaller than p. In the absence of

intrinsic motivation, the effective piece rate reduces to p/2. It can be easily demon-

strated that the same applies to all other periods. Thus, under selfish preferences,

a subject has a dominant strategy to exert an effort equal to the Solo-optimal at

piece rate p/2, i.e, ecoop∗t (p) = es∗t (p/2)∀t. Under an intrinsic motivation parameter

α ∈ (0, 1), she has a dominant strategy to exert an effort equal to the Solo-optimal

at piece rate p(1+α)/2 ∈ [p/2, p), i.e, ecoop∗t (p) = es∗t (p(1 + α)/2)∀t.16 Therefore, we

can compare the optimal strategy under Solo incentives with the dominant strategy

under Cooperative incentives. We provide a formal result (Proposition 2) and proof

in the Appendix.

Remark 2. (Competitive Treatment) Similarly, in the Competitive treatment, the

player is guaranteed a piecerate of atleast 2p/3. Each marginal unit of effort (i)

increases her total payment by 2p/3, (ii) increases the bonus she wins conditional

on beating her competition, and (iii) weakly increases the chances of beating her

competition. Thus, irrespective of her beliefs about partner’s effort or the size of the

bonus, she must be facing an effective piecerate of at least 2p/3, which is still higher

than p/2, the effective piecerate under Cooperative incentives. Thus we are led to the

following hypotheses:

Hypotheses:

Hypothesis 1 (Productivity based on effective piecerates). Under purely selfish pref-

erences, workers in the Cooperative treatment should have a lower rate of exhausting

45 minutes, and a lower amount of time spent/work finished over the three days,

compared to both the Solo and Competitive treatments.

Even under intrinsic motivation, since α < 1, the effective piece rate under Solo

still dominates that under the Cooperative treatment as p(1 + α)/2 ∈ [p/2, p).17

Cooperative and Competitive treatments can only be compared as long as

(1 + α)p/2 < 2p/3

⇐⇒ α < 1/3.

16We provide a formal statement and proof in the Appendix.
17Comparing Solo and Competitive treatments theoretically requires artificial assumptions about the
beliefs F (·) about one’s partner, and we avoid taking this route.
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This leads to our next hypothesis.

Hypothesis 2 (Productivity under Intrinsic Motivation). i) Even under intrinsic mo-

tivation, workers in the Cooperative treatment should have a lower rate of exhausting

45 minutes, and a lower amount of time spent/work finished over the three days,

compared to the Solo treatment.

ii) Under moderate intrinsic motivation (α < 1/3), the Cooperative treatment would

also be similarly dominated by the Competitive treatment.

Finally, if team incentives induce workers to procrastinate less, then teams would

complete more tasks on Day 1, despite having lower piecerates.

Hypothesis 3 (Lower Procrastination in teams). Ceteris paribus, workers complete

more tasks on Day 1 in the two team treatments than in the Solo treatment.

II.3. Observability treatments. The observability condition in the Cooperative and

Competitive treatments enables workers to observe their partners’ effort levels on

previous days and adjust their own behavior accordingly. We investigate two channels

that separate the observability and non-observability conditions.

II.3.1. Reaction Channel. Observability implies that workers can know if their partner

is working more than them, and then they can react to that information by increasing

or decreasing their own effort- we call this the Reaction channel. Knowing that one

has fallen behind in Competition can have one of two effects on the lagging worker.

Either she can lose motivation, reduce her effort, and even drop out of the competition

(disillusionment effect). Or she might increase her effort further to overcome the

competitor (resilience effect). We choose the former as the null hypothesis and state it

below. In the Cooperative treatment, reciprocity [Charness and Rabin, 2002] suggests

that, ceteris paribus, workers should increase their effort if they observe their partners

working harder.

Hypothesis 4 (Reaction Channel). If a worker observes that their partner is working

harder, it should decrease their effort under Competitive incentives and increase their

effort under Cooperative incentives.

II.3.2. Signaling Channel. Apart from the Reaction channel, another distinction be-

tween the main and observability treatments is the scope of costly signaling through

Day 1 effort. In the Competitive-obs treatment, for instance, they could choose to

work harder on Day 1 to present themselves as formidable opponents, thereby dissuad-

ing their partner from competing on Day 2 onwards. We refer to this phenomenon
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as the signaling hypothesis. It also offers a clear directional prediction for coopera-

tive incentives: workers are expected to exert more effort on Day 1 to demonstrate

their virtue/ type and encourage their partner to reciprocate. Thus, the signaling

effect, when present, would counteract present-biased tendencies of postponing work

for later.

Hypothesis 5 (Signaling Channel). Compared to the respective non-observability

treatments, Day 1 effort should increase under Competitive and Cooperative incen-

tives, when partner’s effort becomes observable.

III. Results

In the first part of this section, we present the results for overall effort and time

spent in the three treatments where observability was turned off. Our main goal is to

analyze effort patterns over time, especially focusing on the potential impact of team

treatments in reducing present bias. For this reduced-form analysis,we exclude all

participants who failed the quiz or failed to engage with the multi-day feature of the

study by exhausting all their time by Day 1 or 2. We still include subjects who followed

all the instructions but failed to show up on a later day and thus got disqualified later

on: our results are also robust to removing them from the data instead. A side-by-

side comparison of attrition rates across treatments can be found in Appendix B.

To disentangle how teams affect intrinsic motivation as well as procrastination, we

perform a structural analysis of our hypotheses in subsection III.2. In Section IV, we

discuss how feedback received on Days 2 in 3 (in the observability treatments) affects

behavior.

III.1. Productivity. We begin our analysis by examining total tasks completed in

columns [1]-[2] of Table 2. The odd-numbered columns ([1], [3], [5], [7]) measure

the primary treatment effects, while the even-numbered columns offer robustness

checks with the inclusion of demographic controls.18 Compared to the Solo treatment,

workers in the Cooperative and Competitive treatments completed approximately 65

and 35 additional tasks, but only the former difference is statistically significant.

Therefore, while both team treatments result in greater productivity, the effect of the

Cooperative treatment is not only more pronounced but also statistically significant.

18The controls include dummy variables on gender, age (dummy variables for ages 18 to 24, 25 to
30, 31 to 40, 41-50, 51-64 and >65), and the education level (dummy variables for subjects that
completed high school or less, some college or a bachelor’s degree or more).
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The strong performance of the Cooperative treatment leads us to reject hypotheses 1

and 2.

III.1.1. Importance of Day 1 productivity: Is there an a intertemporal pattern that

explains when and how teams work more? In columns [3] and [5] of Table 2, we

compare the productivity on the first day (D1) and the last two days (D2 + D3),

across the treatments. We find that both team treatments significantly and almost

equally increased the amount of work completed on Day 1 (hypothesis 3).

The Day 1 increase in effort accounts for 36.4% (23.54/64.52) of the total pro-

ductivity boost under Cooperative incentives, and 64.6% (22.20/35.44) of the total

productivity increase under Competitive incentives. Even the 36.4% is quite high

a fraction when compared to the percentage of total tasks completed on Day 1 by

Cooperative workers on average: 107/273=26.8%. In contrast, in the Competitive

treatment nearly two-thirds of the overall increase in total productivity can be attrib-

uted to the productivity gain on Day 1.

The Cooperative treatment also significantly increased the total productivity from

Days 2 and 3 by 45.05 units, as indicated in column [5]. In contrast, the Competitive

treatment had only a minor and insignificant effect on productivity during Day 2 and

3.

III.1.2. Exhausting 45 minutes: In columns [7]-[8], we define a categorical variable,

spent 45 minutes, for subjects who exhausted all 45 minutes of work. To address any

potential rounding issues, we classify participants who worked for strictly more than

44 minutes as having spent 45 minutes. All our results are robust to changing the

cutoff to 44.5 minutes. The extra effort spent by team workers also show up in this

measure: Both Cooperative and Competitive workers were significantly more likely

to utilize the full allocated time. In case of the Competitive treatment, this difference

can be attributed, to a large extent, to the higher productivity on Day 1.

III.2. Structural estimation. There are two potential mechanisms that explain why

team incentives lead to better outcomes compared to Solo incentives. The first sug-

gests that “team incentives have a higher motivational impact than the implied piece

rates”. This aligns well with the intertemporal pattern observed in the Cooperative

treatment, especially with how effort increases on both Day 1, and on Days 2-3.

Intrinsic motivation [Ryan and Deci, 2000], potentially driven by social preferences
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Table 2. Regression Outcomes from Baseline treatments

Dependent variable

Total No. Tasks on Tasks on 1=Spent 45 mins

of Tasks D1 D2 + D3 0=Otherwise

[1] [2] [3] [4] [5] [6] [7] [8]

Cooperative 64.520∗∗∗ 70.247∗∗∗ 23.540∗∗ 24.015∗∗ 45.049∗∗ 49.440∗∗∗ 0.184∗∗∗ 0.178∗∗∗

(23.34) (23.15) (9.44) (9.67) (18.72) (18.55) (0.07) (0.07)

Competitive 35.444 38.841 22.206∗∗ 23.754∗∗∗ 13.699 15.622 0.112∗ 0.103

(25.46) (25.49) (8.92) (8.92) (19.98) (20.10) (0.07) (0.07)

Female 6.295 −20.810∗∗ 20.681 0.026

(21.61) (8.64) (16.83) (0.06)

Some College 22.490 1.334 20.521 0.082

(32.03) (15.57) (23.84) (0.10)

>Bachelor’s Degree 33.001 -1.838 34.716 0.181∗

(30.26) (15.71) (21.86) (0.09)

25-30 years old −104.925∗∗∗ −31.826∗∗ −70.156∗∗ -0.118

(39.63) (14.24) (29.72) (0.10)

31-40 years old −105.403∗∗∗ -22.067 −75.848∗∗∗ -0.140

(37.93) (13.53) (28.45) (0.09)

41-50 years old −127.717∗∗∗ −34.056∗∗ −90.900∗∗∗ -0.047

(40.18) (13.90) (30.10) (0.10)

51-64 years old −162.015∗∗∗ −39.524∗∗ −121.621∗∗∗ -0.055

(40.86) (16.07) (30.93) (0.11)

>65 years old −259.790∗∗∗ −66.295∗∗∗ −190.897∗∗∗ -0.280

(63.82) (17.87) (48.85) (0.29)

Constant (Solo) 309.356∗∗∗ 381.985∗∗∗ 83.559∗∗∗ 123.795∗∗∗ 225.797∗∗∗ 258.795∗∗∗ 0.517∗∗∗ 0.465∗∗∗

(17.11) (43.05) (5.44) (15.52) (13.79) (31.94) (0.05) (0.12)

Observations 320 320 330 330 320 320 320 320

p values from F tests

Cooperative vs
0.24 0.20 0.90 0.98 0.10 0.08 0.28 0.26

Competitive

Note: Standard errors, which are robust, are presented in parentheses. We have omitted the dummy

variable for ’Solo’, meaning the constant reflects the baseline measure for Solo. All models use OLS

regressions. The sample comprises workers who both completed the quiz and worked on the tasks. Those

who exhausted 45 minutes on either the first or second day are not included. In columns [3] and [4],

we also include 10 additional workers from the Cooperative and Competitive treatments who submitted

tasks on Day 1 but could not be paired with another worker due to an odd number of subjects in

the session (and consequently could not participate on subsequent days). The controls include dummy

variables on gender, age (dummy variables for ages 18 to 24, 25 to 30, 31 to 40, 41-50, 51-64 and >65),

and the education level (dummy variables for subjects that completed high school or less, some college

or a bachelor’s degree or more). *p < 0.1, **p < 0.05, ***p < 0.01.
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[Charness and Rabin, 2002], can complement the extrinsic monetary motivation pro-

vided by employers.19 Similarly, even though a portion of the earnings in the Com-

petitive treatment is at risk due to competition, workers’ performance under this

treatment was no worse than with Solo incentives. This supports the hypothesis that

competitive incentives might also motivate beyond just the implied piece rates, as

participants derive additional utility from winning or simply being competitive.

Second, consistent with the importance of Day 1 productivity reported in Table

2 (see Hypothesis 3), we suggest as a novel mechanism: “team incentives mitigate

present-biased behavior.” Present bias has been described as the inability to em-

pathize with one’s future selves [Loewenstein, 2005], and is generally considered an

immutable preference parameter. There still exists empirical evidence [Halevy, 2015]

as well as theoretical modeling [Chakraborty, 2021, Noor and Takeoka, 2022] demon-

strating situations where present bias varies depending on the circumstances and

stakes involved.

For example, Noor and Takeoka [2022] explore how individuals optimize the cogni-

tive cost of empathizing with their future selves based on their specific circumstances.

Building upon this insight, our second proposed mechanism suggests that when indi-

viduals encounter team incentives, they re-optimize the empathy they extend towards

their future selves, which reduces present bias and subsequently enhances productiv-

ity. The observed productivity boost aligns well with these insights. To assess and

analyze the two mechanisms as well as their combined effects, we conduct a structural

estimation exercise.

III.2.1. Auxiliary parameters that are not estimated: To identify the parameters of

interest, we need to assign values to two auxiliary parameters.

• Following Augenblick et al. [2015], we assume a parametric effort-cost function

c(e) = eγ+1

γ+1
for completing e tasks. We adapt their estimated cost parameter

γ = 0.589.

• As the daily discount factor, we adopt Augenblick et al. [2015]’s estimated

δ = (.999)1/7. Assuming δ = 1 would result in identical estimates.

• We assume β̂ = 1, i.e, complete näiveté.

III.2.2. Model: We assume that each day, subjects draw an independent productivity

shock through their present bias, denoted as βt, which follows a Lognormal distri-

bution with parameters µ and σ. This productivity shock plays a crucial role in

19Guilt aversion [Charness and Dufwenberg, 2006, Battigalli and Dufwenberg, 2007] or a strategic
notion of desert [Gill and Stone, 2015] could also play a role in such intrinsic motivation.
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determining their intertemporal tradeoff. We use the closed-form expressions derived

in Proposition 1 for each day’s effort. Thus on Day 1, workers complete e1 = Mf
1+f

tasks, where fγ = β1δ
(β̂δ)

γ+1
γ

((β̂δ)
1
γ +1)γ+1

+ β1δ
2 1

((β̂δ)
1
γ +1)γ+1

, and M is the total number of

tasks they would finish in 45 minutes of work. β1 is the realized present bias for Day

1, and β̂ = 1. Next, conditional on working e1 minutes on Day 1, on Day 2 they would

decide to work for e2 = (β2δ)
1
γ

1+(β2δ)
1
γ
(M − e1) minutes, where β2 is the realized present

bias for Day 2. Finally, on Day 3, workers would either finish e3 = M − e1 − e2 tasks

or stop short of it at e3 = emax
3 tasks at which point the marginal benefit and cost of

working are exactly equal. Note that the value of emax
3 = (kβ3δ

2pi)
1/γ is jointly de-

termined by the realization of β3 and the effective piece rate pi ∈ {ps, pcoop, pcomp} for

the specific treatment.20 By imposing the values δ = (.999)1/7, β̂ = 1 and γ = 0.589

into the expressions, we can simplify and express et as simple functions of the realized

value βt and observed past effort.

For those who actually completed all 45 minutes, we observe M and use it directly.

For those who do not, we impute M as the product of total time (45 minutes) and

the average number of tasks they completed per minute over three days.

Since both k and pi only appear in the emax
3 expression and appear multiplicatively,

the point estimate of k depends on the unit (dollars, cents, euros etc.) in which p is

expressed. To facilitate comparisons, we normalize the piece rate ps to 1 for the Solo

treatment. Thus, pcoop = 0.5 in the Cooperative treatment, half of that in the Solo

treatment. As for the Competitive treatment, we equate the effective piece rate to

the minimal piecerate pcomp = 2/3.21

III.2.3. Specifications: To enable team incentives to perform beyond the effective

piecerates, we use and compare two different specifications: In specification [1], we

introduce efficiency factors Acoop and Acomp to multiply the implied piece rates, which

quantify the effectiveness of team incentives (and the intrinsic motivation therein) be-

yond their implied marginal piece rate. In particular, for the Cooperative treatment,

we set pcoop = 0.5Acoop, which means emax
3 |coop = (kβ3δ

20.5Acoop)
1/γ. Similarly, for the

Competitive treatment, we use p = 2/3Acomp and hence emax
3 |comp = (kβ3δ

22/3Acomp)
1/γ.

If Acoop = Acomp = 1, it suggests that team incentives do not provide any additional

motivation beyond their implied marginal piece rate. On the other hand, if Acoop and

20The i in pi stands for incentive.
21If we used pcomp = 1 instead, it would still only change the estimate of Acomp defined below,
leaving the other parameters unchanged. pcomp = 2/3 is simply a normalization which shuld be used
when interpreting Acomp.
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Acomp are greater than 1, it indicates that “team incentives motivate more than the

implied piece rates”.

In specification [2], we remove efficiency factors by forcing Acoop = Acomp = 1,

but allow the distribution of present bias to be βs ∼ Lognormal(µs, σ) for Solo and

βteam ∼ Lognormal(µteam, σ) for both team treatments. One can interpret this as

if “team incentives decrease present bias in temporal preferences”. If we estimate

µteam = µs, then it suggests that team incentives do not provide any additional

benefits. However, if the estimated means of the present bias distribution differ

between treatments, the treatment with a higher mean would induce its participants

to exert more effort.

In specification [3], we allow for the joint hypothesis that teams not only motivate

more than the implied piecerate but also reduce procrastination. Specification [4] is

a robustness check for [3], where we allow Cooperative and Competitive treatments

to have their individual distributions of present bias.

We perform a Maximum Likelihood exercise to determine the lognormal distri-

bution and the parameters α, σ, and k that jointly maximize the likelihood of the

observed data. We include all subjects who submitted work on all three days.22

To explain the identification process, consider the following: For the fixed values

of γ and δ, each observed time of work (e1, e2) for an individual j, within a specific

treatment i, maps to a unique realization of βt from the distribution. Consequently,

the complete data on effort choices for any treatment can be fitted to the distribution

βt ∼ Lognormal(µ, σ). Furthermore, the variation in e3 between the Solo and team

treatments helps in identifying the values of Acoop and Acomp respectively. For ex-

ample, compare to Solo, workers in the Cooperative treatments worked significantly

more on Day 3 and were 19% more likely to exhaust theirM : this would be attributed

jointly to a lower procrastination and to Acoop > 1.

III.2.4. Results. We report the results in Table 3a. In specification [1], the median23

subject exhibits present bias with a value of β = exp(−.2) = 0.75. Cooperative

incentives appear to be more motivating, as evidenced by Acoop > Acomp > 1. This

observation aligns with conclusions derived from our earlier reduced-form results. It

22The presence of attritioned workers who work zero minutes implies that βt = 0 within the structural
model, which is a zero measure draw from any lognormal distribution. If we run the maximum
likelihood estimation (MLE) program including all attritioned subjects, the program still evaluates
the same parameters and standard errors. However, the maximized likelihood significantly decreases
due to the presence of zeros in the data.
23Since the Normal distribution is symmetric and unimodal, its mean and median are equal.
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further suggests that both team treatments outperform what is predicted solely by

the marginal piece rates. Moreover, Acoop is found to be significantly higher than 2,

implying that intrinsic motivation more than compensates for the lower implied piece

rate.

In specification [2], our results suggest that the median subject exhibits present bias,

with values of β = 0.63 in the Solo treatment and β = 0.81 in the team treatments.

Both of these parameters are statistically less than 1. Furthermore, a comparison

shows that µs < µteam, and this difference is statistically significant at the 1% level.

This implies that teams enhance productivity by mitigating present bias, a finding

that aligns with the productivity insights from our earlier reduced-form analysis.

Finally, specification [3] combines the features of models [1] and [2], incorporating

both efficiency factors and different distributions of present bias. Thus, [3] encom-

passes both [1] and [2], and our tests indicate that this is the best model. Using a

Likelihood Ratio test of nested models, we reject the hypothesis that [2] is a bet-

ter model than [3] (p < .01), and that [1] is a better model than [3] (p = .07).

Similarly, the Akaike Information Criterion (AIC) favors [3] over the other two spec-

ifications. This implies that the conjunction hypothesis—“team incentives decrease

present-biased behavior and motivate beyond the implied piece rate”—fits our data

better than the explanations of “team incentives decrease present-biased behavior” or

“team incentives motivate beyond the implied piece rates”. Thus, the reduction in

present bias induced by teams explains part of the efficiency of team incentives.

When allowing for distinct present bias distributions across the two team incen-

tives, as demonstrated in specification [4], the increase in explanatory power is barely

noticeable, as evidenced by the loglikelihood. Therefore, model selection tests do not

favor specification [4].

IV. Behavior under feedback

IV.1. Reaction Channel. To investigate the Reaction channel (Hypothesis 4), we ex-

ploit the random assignment of worker i’s partner j, and by extension, the randomness

of partner j’s effort on Day 1. We regress i’s effort on Day 2 (ei,2) on j’s effort on Day

1 (ej,1) for both the Cooperative and Competitive treatments. In this context, i’s Day

1 effort (ei,1) is used as a proxy for worker i’s inherent ability or attributes. We also

model the reaction to a partner’s past effort depending on whether it is perceived as

”favorable” or ”unfavorable” news by interacting ej,1 with a dummy variable, 1ei,1>ej,1 ,

which equals one if i’s Day 1 effort exceeds that of j.
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Table 3. Structural Analysis

(a) Structural estimates

[1] [2] [3] [4]

µs −.45∗∗∗ −.34∗∗∗ −0.34∗∗∗

.03 .03 (0.03)

µteam −.20∗∗∗ −.26∗∗∗

.02 .02

µcoop −0.27∗∗∗

(0.03)

µcomp −0.26∗∗∗

(0.03)

µ −0.29∗∗∗

(0.001)

σ 0.48∗∗∗ 0.50∗∗∗ 0.47∗∗∗ 0.47∗∗∗

(0.01) (0.01) (0.01) (0.01)

k 23.30∗∗∗ 35.83∗∗∗ 24.34∗∗∗ 24.33∗∗∗

(1.10) (1.32) (1.41) (0.87)

αcoop 2.50∗∗∗ 1 2.31∗∗∗ 2.33∗∗∗

(0.18) (0.19) (0.16)

αcomp 1.53∗∗∗ 1 1.41∗∗∗ 1.40∗∗∗

(0.10) (0.11) (0.09)

Obs 288 288 288 288

LL -630.40 -675.78 -628.78 -628.75

AIC 1270.80 1359.561 1269.56 1271.50

(b) Estimated CDF of β
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Note: The analysis includes all subjects who worked on all three days, and thus have no missing effort

data. In the left panel, we estimate the distribution of β and the efficiency of team-incentives under

specifications [1]-[3]. Standard errors are reported in parentheses. In the right panel, we plot the

estimated log-normal distribution of β: The common distribution for all treatments from [1] is plotted

under All, whereas the two separate distributions from [3] are plotted under Solo or Team incentives.
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In scenarios where feedback is absent, like in the non-observable Cooperative and

Competitive treatments, neither ej,1 nor the dummy 1ei,1>ej,1 should influence ei,2.

However, our placebo tests in Columns [1]-[2] of Table 4 show an unexpected effect

in the non-observable Competitive treatment, where Day 2 effort appears influenced

by the partner’s Day 1 effort, albeit only significant at the 10% confidence level. We

interpret this as potentially occurring by chance.

We reject the disillusionment effect (Hypothesis 4) in favor of resilience in the

Competitive-obs treatment: As ej,1 rises, i boosts their effort regardless of whether

competitor j is ahead or behind. This effect amplifies when i knows they’re lead-

ing. Furthermore, with other factors controlled for, Day 1’s effort ei,1 is no longer a

significant predictor of ei,2.

In the Cooperative-obs treatment, an increase in ej,1 usually spurs an uptick in

ei,2. However, this relationship becomes statistically insignificant once demographic

controls are added, as shown in Table 10in Appendix I. The observed increment under

cooperative incentives is notably less pronounced than under competitive ones.

IV.2. Signaling Channel. The signaling effect, when present, would counteract present-

biased tendencies of postponing work for later. Contrary to our expectations (Hy-

pothesis 5), we find little aggregate evidence of the signaling hypothesis in both com-

petitive and cooperative incentives. On average, the first-day effort is 107.09 under

Cooperative and 105.73 under Cooperative-obs. For the Competitive treatment, the

average first-day effort is 105.77 and 106.04 under Comp-obs. When performing rank

sum tests, where the null hypothesis is that the effort on Day 1 is the same under

observability and non-observability, we fail to reject the hypothesis for both the coop-

erative (p-value = 0.7915) and the competitive (p-value = 0.8612) treatments.24 To

understand the absence of evidence for signaling, we conducted supplementary ex-

periments using participants from Amazon Mechanical Turk (MTurk). Participants

(referred to as “predictors”) made incentivized guesses regarding the performance of

earlier “worker” participants in both Cooperative and Competitive settings. These

experiments aimed to explore five potential reasons for the lack of collective evidence

supporting the signaling hypothesis. The potential explanations examined included

heterogeneous beliefs, flat beliefs, unfavorable beliefs in competition, a preference to

gather more information before acting, and a lack of strategic thinking. Our findings

24The absence of an effect under either incentive suggests that other factors beyond self-canceling
heterogeneous effects may be influencing the outcome.
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Table 4. Effect of Partner’s past Effort

Dependent variable: Number of Tasks on Day 2

Cooperative Competitive Cooperative-obs Competitive-obs

[1] [2] [3] [4]

ej,1 0.074 −0.178∗ 0.126∗ 0.340∗∗

(0.09) (0.09) (0.07) (0.14)

ei,1 0.219∗ 0.388∗∗ 0.543∗∗∗ 0.204

(0.11) (0.17) (0.10) (0.17)(
1ei,1>ej,1

)
× ej,1 0.050 -0.032 0.245∗∗ 0.460∗∗

(0.15) (0.24) (0.12) (0.21)

Constant 91.789∗∗∗ 102.493∗∗∗ 52.089∗∗∗ 64.416∗∗∗

(12.81) (17.25) (13.52) (17.24)

Observations 94 96 94 92

Note: Standard errors, reported in parentheses, are robust across all treatments. For
treatments with observability, they are clustered at the team level. In our notation, ej,1
denotes the number of tasks submitted by the partner on Day 1, while ei,1 represents the
worker’s own effort on the same day. It should be noted that workers who exhausted the
full 45 minutes on either Day 1 or Day 2 are excluded from this analysis. Workers that
could not be paired with another worker due to an odd number of subjects in the session
(and consequently could not participate on subsequent days) are also excluded. *p < 0.1,
**p < 0.05, ***p < 0.01.

suggest that workers lacked the strategic thinking required for the signaling channel

to work. Details can be found in Appendix C.

IV.3. Aggregate effects of observability. In Table 5, we present a comprehensive com-

parison between the incentive schemes, emphasizing versions both with and without

observability. Observability does not affect the total tasks completed or time spent

in a statistically significant manner. As we analyze the distribution of effort across

time, we find that present bias is completely immune to the additional observability

made available in the obs treatments: The signaling effect does not increase Day 1

effort in either team treatment. But, the reaction effect has a net positive and signif-

icant effect in the Competitive treatment for Days 2 and 3. Thus, observability does

enhance overall productivity.

The introduction of immediate feedback in obs treatments alters the productivity

ranking of the incentive schemes. Without it, cooperative incentives consistently

outperform others across all comparison metrics. However, when a partner’s past
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effort becomes observable on Days 2 and 3, competitive incentives are more productive

than cooperative incentives, although the difference is not statistically significant.

This is detailed in Table 12 found in the Appendix I.

Table 5. Effect of observability on team treatments

Dependent variable

Total No. Tasks on Tasks on 1=Spent 45 mins

of Tasks D1 D2 + D3 0=Otherwise

[1] [2] [3] [4]

Cooperative 373.876∗∗∗ 107.099∗∗∗ 270.845∗∗∗ 0.701∗∗∗

(15.88) (7.71) (12.66) (0.05)

Competitive 344.800∗∗∗ 105.766∗∗∗ 239.495∗∗∗ 0.629∗∗∗

(18.85) (7.07) (14.46) (0.05)

Cooperative×obs -24.235 -1.373 -24.506 -0.041

(24.09) (9.93) (18.96) (0.07)

Competitive×obs 41.181 0.277 39.486∗ 0.079

(26.93) (9.67) (21.90) (0.06)

Observations 414 442 414 414

Note: Robust standard errors are reported in parentheses. All specifications are
OLS regressions. It should be noted that workers who exhausted the full 45 min-
utes on either Day 1 or Day 2 are excluded from this analysis. Workers that could
not be paired with another worker due to an odd number of subjects in the session
(and consequently could not participate on subsequent days) are excluded too.
*p < 0.1, **p < 0.05, ***p < 0.01

V. Concluding remarks

In this study we compare effort allocation in under solo and team-based incentives.

Our evidence suggests that team incentives enhance overall productivity by providing

intrinsic motivation and by reducing procrastination. Furthermore, we investigate ad-

ditional mechanisms arising from team-based incentives, including the Reaction effect

and the Signaling effect. We find compelling evidence of the Reaction effect, showing

that workers increase their effort in response to their teammate’s effort under both

competitive and cooperative scenarios. Surprisingly, however, we do not find any evi-

dence of the Signaling effect, suggesting that workers do not leverage their opponents’

responses for their advantage. Our study contributes to multiple experimental liter-

atures, touching upon intertemporal motivation, social compensation schemes, and
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strategic interactions in longitudinal games. Overall, our research sheds light on the

potential of team-based incentives to enhance productivity, decrease procrastination,

and foster intrinsic motivation among individuals.
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Appendix A. demographic information

Table 6. Mturk Sample

Mean

Solo Cooperative Cooperative-obs Competitive Competitive-obs

Female 0.60 0.61 0.60 0.62 0.58

Education

High School or Less 0.11 0.10 0.08 0.08 0.11

Some College 0.25 0.26 0.35 0.27 0.28

Bachelor’s Degree or more 0.64 0.64 0.57 0.65 0.61

Age

18-24 years old 0.10 0.14 0.11 0.11 0.14

25-30 years old 0.29 0.23 0.24 0.26 0.23

31-40 years old 0.34 0.32 0.34 0.33 0.31

41-50 years old 0.17 0.17 0.18 0.17 0.15

51-64 years old 0.10 0.13 0.11 0.11 0.13

Older than 65 0.01 0.02 0.02 0.02 0.04

Observations 210 198 262 248 280

Note: This table includes the 1424 workers that filled out the demographic questionnaire and for
which the instructions were displayed.
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Appendix B. Attrition

Due to the multi-day nature of our study, online workers who experience a lack

of motivation or dissatisfaction with their compensation sometimes choose to leave

before completing Day 2 or Day 3. In column [1] of Table 2, we observe that 14.9%

of Solo workers and 12.1% of Competitive workers did not complete the full 3-day

experiment. In contrast, the Cooperative treatment exhibited a significantly lower

attrition rate of 7.1%. This means that workers in the Cooperative treatment were

almost 50% less likely to drop out, compared to those in the Solo or Competitive

treatments. This finding is also robust to adding demographic controls, as shown in

column [2].

Table 7. Attrition

Dependent variable: 1=did not log in

for all 3 days; 0= Otherwise

[1] [2]

Cooperative −0.077∗ −0.087∗∗

(0.04) (0.04)

Competitive -0.027 -0.038

(0.05) (0.05)

Constant (Solo) 0.149∗∗∗ 0.028

(0.03) (0.05)

Controls No Yes

Note: Robust standard errors are reported in paren-
theses. All specifications are OLS regressions. Work-
ers from the Cooperative and Competitive treatments
who submitted tasks on Day 1 but could not be paired
with another worker due to an odd number of subjects
in the session (and consequently could not participate
on subsequent days) are also excluded. It should be
noted that workers who exhausted the full 45 minutes
on either Day 1 or Day 2 are excluded from this anal-
ysis. The controls include dummy variables on gen-
der, age (dummy variables for ages 18 to 24, 25 to
30, 31 to 40, 41-50, 51-64 and >65), and the educa-
tion level (dummy variables for subjects that completed
high school or less, some college or a bachelor’s degree
or more). *p < 0.1, **p < 0.05, ***p < 0.01.
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B.1. Attrition and Gender. A prominent experimental literature (e.g., Niederle and

Vesterlund [2007]) suggests that a higher proportion of men opt into competitive envi-

ronments compared to women. Do women also exhibit a higher likelihood of dropping

out from jobs that offer competitive incentives? Table 8 demonstrates that the an-

swer is yes, but only when workers receive feedback about their partners. However,

we do not find a significant gender pay gap under competition. When considering

participation on Day 1 of Competition-obs, women earn approximately $0.80 less

than men. When considering completion of all three days, women earn even less,

approximately $0.50 less than men. This difference is partly explained by women

being significantly more likely to discontinue their participation. In both cases, the

gap is not statistically significant.

Table 8. Attrition and Gender

Dependent variable: 1=did not log in for all 3 days; 0= Otherwise

Solo Cooperative Cooperative-obs Competitive Competitive-obs

Female -0.075 -0.003 -0.047 -0.115 0.130∗∗

(0.07) (0.06) (0.07) (0.08) (0.06)

Constant 0.045 -0.068 -0.029 0.206 0.086

(0.07) (0.08) (0.08) (0.16) (0.12)

Controls Yes Yes Yes Yes Yes

Observations 121 98 107 108 109

Note: Robust standard errors are reported in parentheses. All specifications are OLS regressions.
Workers from the Cooperative and Competitive treatments who submitted tasks on Day 1 but
could not be paired with another worker due to an odd number of subjects in the session (and
consequently could not participate on subsequent days) are also excluded. It should be noted
that workers who exhausted the full 45 minutes on either Day 1 or Day 2 are excluded from
this analysis. The controls include dummy variables on gender, age (dummy variables for ages
18 to 24, 25 to 30, 31 to 40, 41-50, 51-64 and >65), and the education level (dummy variables
for subjects that completed high school or less, some college or a bachelor’s degree or more).
Standard errors are clustered at the group level for the observability treatments. *p < 0.1,
**p < 0.05, ***p < 0.01. *p < 0.1, **p < 0.05, ***p < 0.01.
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Appendix C. Exploring the lack of signaling

To investigate the lack of evidence for signaling, we recruited a new group of par-

ticipants, whom we will refer to as “predictors” to study their guesses. We make

the identification assumption that subjects who are randomly assigned to the roles

of predictor or worker hold similar beliefs about strangers, allowing us to study the

beliefs of the original worker population. Half of the predictors were randomly as-

signed to prediction tasks about the Cooperative environment, while the other half

were assigned to prediction tasks about the Competitive environment. We name the

first treatment Coop-pred and the second one Comp-pred. Predictors were given the

same instructions as in the respective treatment and were asked to complete the same

comprehension quiz. However, instead of completing transcription tasks themselves,

they were asked to make incentivized guesses about the performance of workers who

had previously participated.25

In the Coop-pred treatment, we paired predictors with past participants and asked

them to make predictions about workers who had taken part in the Cooperative

and Cooperative-Obs treatments. Similarly, in the Comp-pred treatment, predictors

made guesses about previous workers who had participated in the Competitive and

Competitive-Obs treatments. Each predictor made incentivized guesses about the

items shown in Table 9.26 For each guess the participants were paid following this

formula max
{
$0, $0.50−

(
guess−actual value

100

)2}
. For the second part of the experiment,

participants were asked to choose between three different actions in two 3×3 matrix

games.27

We designed the prediction treatments to investigate five potential explanations for

the lack of aggregate evidence supporting the signaling hypothesis channel:

25We recruited participants from the pool of workers on Amazon Mechanical Turk (MTurk). There
were 98 participants in the Coop-pred treatment group and 99 participants in the Comp-pred treat-
ment group.
26We only allow participants who passed the quiz to submit their guesses. Additionally, we remove
predictors from the sample if at least one of their guesses was below the lower bound when provided

information. For example, we remove a predictor if their guess for e
(i)
B was lower than 20.

27The two matrices were identical. In the first game, participants were assigned the role of the row
player, while in the second game, they were assigned the role of the column player. However, to
simplify the experiment, we transposed the first matrix, so in the second game, participants also had
the role of row players. At the end of the experiment, one of the two games was randomly selected for
each predictor. If the first game was chosen, then participants were paired with a partner for whom
the second game was selected, and vice versa. Each participant was then paid the payoff associated
with the choice they made in the selected game and for the decision made by their partner in the
other game. Appendix G shows the screenshots for the instructions.

35



Table 9. Guesses

Worker Guess Definition

∅ e
(i)
∅ Total effort without any information about the worker

l e
(i)
l Total effort of a worker that completed between 20 and 30 tasks on Day 1

l´ e
(i)
l′ Total effort exerted by worker l´s partner

h e
(i)
h Total effort of a worker that completed between 100 and 110 tasks on Day 1

h´ e
(i)
h′ Total effort exerted by worker h´s partner

ll e
(i)
ll Total effort of a worker that completed between 50 and 80 tasks on Days 1 and 2

hh e
(i)
hh Total effort of a worker that completed between 220 and 250 tasks on Days 1 and 2

obs e
(i)
obs Day´s 1 effort of worker that participated in the Obs treatment

nobs e
(i)
nobs Day´s 1 effort of worker that participated in the No-Obs treatment

Note: The superscript indicates that the guess is being made by predictor i. These guesses were
compared with the actual effort of randomly selected workers who participated in either the Cooperative
or Competitive treatments. The guesses were collected at the treatment level (Coop-Pred and Comp-
Pred). For each prediction, participants were also requested to indicate their level of confidence.

H0) Heterogeneous beliefs: An equal number of workers believe that increasing

their Day 1effort will increase or decrease their partner’s total effort, resulting in a

cancellation of effects in the aggregate data.

H1) Flat beliefs: Workers individually do not believe that increasing their Day 1

effort will have any impact on their partner’s total effort in either the Cooperative or

Competitive incentive treatments.

H2) Unfavorable beliefs in Competition: Workers in the competitive treatment

believe that working harder on Day 1 will lead to increased effort from their partner,

which would lower their chances of winning the bonus.

H3) Information Motive: Workers wish to wait until Day 2 before committing

significant effort to have a more informed estimation of their partner’s total effort

over three days.

H4) Lack of Strategic Thinking: Workers lack the strategic reasoning or “theory of

mind” required to think through the implications of their Day 1 effort.

We can directly test H0, H1 and H2 by comparing whether el′ = eh′ . This test

assesses whether predictors expect that the high and low effort of subject h or l on
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Day 1 will have no influence on their partner’s total effort. Sign tests reject e
(i)
l′ = e

(i)
h′

in favor of e
(i)
l′ < e

(i)
h′ for both treatments (p-value=0.000 for both).28

To directly test H3, we compare the self-reported confidence levels of predictors

who make guesses with knowledge of Day 1 effort versus those with knowledge of

(Day 1 + Day 2) effort. For example, we can compare the self-reported confidence

levels of c
(i)
l and c

(i)
ll for the predictions e

(i)
l and e

(i)
ll , respectively. If we find that

c
(i)
ll − c

(i)
l and c

(i)
hh − c

(i)
h are significantly positive, it would imply that the confidence

in guessing others’ total effort significantly increases as one moves from Day 1 to Day

2, thus supporting the information motive. We perform four two-sided sign tests to

evaluate the hypothesis (two tests per treatment). In all four cases, we fail to reject

the null hypothesis of equal confidence (with p-values of 0.79 and 0.69 for Coop-pred

and 0.25 and 0.90 for Comp-pred). There is little evidence in favor of the hypothesis

that the level of confidence increases when more information becomes available after

Day 2. For a majority of forecasters (between 65 and 70 percent), there is no increase

at all, leading to the rejection of H3.29

To indirectly test H4 and measure strategic sophistication, we additionally asked

all predictors to participate in two symmetric two-player games, R and S (see to

panel of Figure 3) . Predictors were informed that they would be randomly matched

with another predictor, and their joint actions would determine the payment from

the game. The two games are identical with just the roles of player 1 and player

2 being switched. In other words, the players basically played in both roles of the

same game, in order. In the first game R, there exists a strictly dominant strategy

Y for player 1, while in the second game S, player 1 has a dominant strategy B only

after she eliminates the strictly dominated strategies X,Z from her partner. Playing

correctly in R required rationality (maximizing payoffs based on any belief about

the partner), whereas playing correctly in S required strategic reasoning: assuming

the partners are rational, and responding to their partner’s rationality. Strategically,

both games were at least as simple as the game the original workers played under

Cooperative or Competitive incentives, thus providing a lower bound on rationality

and strategic sophistication. Figure the bottom panel of Figure 3 displays the relative

28An additional test fails to reject e
(i)
l′ = e

(i)
h′ when the alternative hypothesis is e

(i)
l′ > e

(i)
h′ .

29In comparison, predictors react to information about Day 1 versus not knowing anything at all
about the workers. We perform four sign tests (two per treatment) in which we test whether

c
(i)
l − c

(i)
∅ and c

(i)
h − c

(i)
∅ are significantly positive. If they are, that would mean that predictors feel

more confident about their guess when some information is available. In all four cases, the tests reject

the null hypothesis of equal confidence in favor of the alternatives c
(i)
l − c

(i)
∅ > 0 and c

(i)
h − c

(i)
∅ > 0.
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Figure 3. Payoff Matrices and Joint Distribution of
Choices for Games R and S

frequency of choices in Games R and S for each of the treatments. We observe that

while 78% and 72% of predictors choose the optimal strategy for the Coop-pred and

Comp-pred treatments respectively, only 18% and 26% of all predictors select the

best response to their partner’s dominant strategy for those treatments, which is

lower than the expected rate under random choice. As a result, it is possible that the

few participants who do find the right strategy in S are doing so purely by chance.

Among those who do best respond to their partner’s dominant strategy, 78% and 65%

exhibit rational behavior in the Coop-pred and Comp-pred treatments, respectively.30

The finding that the conditional rate of getting R right does not improve given that

the subject is playing correctly in S suggests that subjects who are getting it right in

S are doing so by chance, which supports H4 and indicates that most subjects lack

strategic sophistication.

30Of the rational predictors, 18 percent and 24 percent best respond to a dominant strategy from
the other player in the Coop-pred and Comp-pred treatments, respectively.
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Appendix D. Instructions

In this section, we display the instructions for each treatment. The only difference

between the instructions for the Cooperative-obs and Competitive-obs treatments

with respect to their counterparts in which workers do not observe the daily effort

of their partners is that the last sentence, “Neither you, nor your matched partner

would ever be able to observe the number of tasks completed by the other person.”

was replaced by “On each day, both you and your partner would be able to observe

the number of tasks completed by the other person, on the previous day(s).”
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Figure 4. Instructions Solo Treatment

Figure 5. Instructions Cooperative Treatment
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Figure 6. Instructions Competitive Treatment
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Figure 7. Instructions Competitive Treatment (Continuation)
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Appendix E. Quiz

Figure 8. Quiz Solo Treatment
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Appendix F. additional experimental interfaces

In terms of the experimental design, we introduced four features to collect richer

data on intertemporal plans and workers’ commitment. First, before starting the tasks

on Day 1, workers could commit to a minimum number of tasks (m ≥ 5) that they

would have to complete on each of the three days for their participation to count on

that day. They could always selectm = 5 to make it easier to earn the $4 participation

bonus. But by instead setting a higher minimum number, they could also commit to

higher effort on future days (Figure 9). Second, workers were asked to submit the

number of tasks they planned to complete each day. Adherence to the plan was not

incentivized, but the planning feature provided us with non-incentivized data on how

workers make and update plans.31 Third, workers were offered the choice to receive

email reminders on Days 2 and 3 to log back into work.32 Fourth, before starting the

typing tasks each day, workers could use an on-screen calculator to calculate their

payoff for the number of tasks they and their partner finished. We designed this

feature hoping that the calculator entries can potentially serve as non-choice data

about subjects’ beliefs about the partner. Figure 10 shows the interface of the payoff

calculator for a subject in the Cooperative treatment.

Figure 9. Commitment Interface

Figure 11 displays a screenshot illustrating the feedback received by participants

regarding their partner’s performance within the observability treatments. In this

31Unfortunately, workers did not utilize the planning feature as expected and their plans were sig-
nificantly more conservative than their observed productivity.
32About 89 percent of the workers opted-in for the reminders, and thus there wasn’t a lot of variation
across treatments.
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Figure 10. Plan/Calculator Interface

instance, the participant is situated on Day 3, receiving information about their part-

ner’s performance on both Day 1 and Day 2.
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Figure 11. Feedback about the partner’s performance
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Appendix G. Instructions for the guessing tasks

Below, we show the instructions for the guessing tasks. Note that the first page

corresponds to the Coop-pred treatment, while pages 2 and 3 correspond to the Comp-

pred treatment. The rest of the instructions were identical for both treatments.
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Appendix H. Theory Results and Proofs

Proof of Proposition 1:

Proof. Part (i): As defined in the proposition, cγ = βδ (β̂δ)
γ+1
γ

((β̂δ)
1
γ +1)γ+1

+ βδ2 1

((β̂δ)
1
γ +1)γ+1

.

The candidate solutions for e1 are

es∗1 =



(βδtpk)
1
γ if β ≤ β1,M = (β1δ

tkp)
1
γ + (β̂δt−1kp)

1
γ + (β̂δt−2kp)

1
γ

M − (β̂δt−2pk)
1
γ − (β̂δt−1pk)

1
γ if β ∈ [β1, β2],M = (1 + (β2δ)

1/γ)(β̂δt−1kp)
1
γ + (β̂δt−2kp)

1
γ

(βδ)
1
γ (M−(β̂δt−2pk)

1
γ )

1+(βδ)
1
γ

if β ∈ [β2, β3] where β3 equates this expression with c
1+cM

c
1+cM if β ≥ β3

We omit the more technical details of the derivation for brevity. Fix some M, δ, k, p:

The candidate solution depends on how high the present bias β is, and can take

four values based on which range β lies in. The ranges are bounded by the values

β1, β2, β3 which are themselves implicitly defined next to the ranges. For example, in

the lowest possible range of β ≤ β1, the worker should complete (βδtpk)
1
γ tasks. And

β1 is implicitly defined by the equation

M = (β1δ
tkp)

1
γ + (β̂δt−1kp)

1
γ + (β̂δt−2kp)

1
γ

At β = β1, we are at the intersection of two ranges, and their corresponding optimal
solutions are exactly equal by definition of β1. To see this,

M = (β1δ
tkp)

1
γ + (β̂δt−1kp)

1
γ + (β̂δt−2kp)

1
γ

⇐⇒ M − (β̂δt−2pk)
1
γ − (β̂δt−1pk)

1
γ = (β1δ

tpk)
1
γ

The continuity of optimal solutions holds between every two ranges.

Ceteris paribus, as β increases, there are two effects. First, each expression of maximal

es∗1 weakly increases for any fixed value of p that lies in the interior of any of the four

ranges β ≤ β1, β ∈ [β1, β2], β ∈ [β2, β3], β ≥ β3. Thus, while comparing within the

same range, es∗1 must increase with β. Second, the ranges themselves depend on β.

To account for this, take βl < βh such that they lie on two sides of a boundary, say

β1: thus βl < β1 < βh < β2. Then, using the conotinuity of candidate solutions at β1,

we get es∗1 |β=βl
< es∗1 |β=β1 = es∗1 |β=βh

. Thus, the monotonicity holds regardless.

The (ii) On Day 3, the individual is willing to work up to emax
3 tasks where the

marginal cost catches up to the marginal benefit

d

de3
βδt−2kp (e1 + e2 + e3) =

d

de3

(e3)
γ+1

γ + 1
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By experimental rules, she is allowed to work up to M −e1−e2 tasks. Thus she stops

at the number that is smaller among these two.

Step 1: Setting up the Lagrangean for Day 2,

L2 = βδt−1kp (M)− (e2)
γ+1

γ + 1
− βδ

(M − e1 − e2)
γ+1

γ + 1
)

Because she believes that she would complete all M tasks, we use M as the total

number of tasks completed. The necessary first order conditions are

−(e2)
γ + βδ(M − e1 − e2)

γ = 0

We get −eγ2 + βδ(M − e1 − e2)
γ = 0, i.e, es∗2 = (βδ)

1
γ

1+(βδ)
1
γ
(M − e1). And she plans to

complete M − e1 − e2 tasks on day 3.

Step 2: Setting up the Lagrangean for Day 1, and substituting the values of es2 and

es3

L3
1 = βδtkp(M)− eγ+1

1

γ + 1
− βδ

(β̂δ)
γ+1
γ (M − e1)

γ+1

(1 + (β̂δ)
1
γ )γ+1(γ + 1)

− βδ2
(M − e1)

γ+1

(1 + (β̂δ)
1
γ )γ+1(γ + 1)

The necessary conditions for maximization are:

βδ
(β̂δ)

γ+1
γ

((β̂δ)
1
γ + 1)γ+1

(M − e1)
γ + βδ2

1

((β̂δ)
1
γ + 1)γ+1

(M − e1)
γ = eγ1

Let cγ = βδ (β̂δ)
γ+1
γ

((β̂δ)
1
γ +1)γ+1

+ βδ2 1

((β̂δ)
1
γ +1)γ+1

, and then, es∗1 = c
1+c

M . □

Proposition 2. Consider the Cooperative treatment with piece rate p. Under selfish

preferences, a subject has a dominant strategy to exert an effort equal to the Solo-

optimal at piece rate p/2, i.e, ecoop∗t (p) = es∗t (p/2)∀t. Under an intrinsic motivation

parameter α ∈ (0, 1), she has a dominant strategy to exert an effort equal to the

Solo-optimal at piece rate p(1 + α)/2 ∈ [p/2, p), i.e, ecoop∗t (p) = es∗t (p(1 + α)/2)∀t.
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Proof. i takes into account both her own and partner’s utility. For i, Day 3’s problem

becomes:

ecoop3 (e1, e2, β, p) ≡ argmax
e3

kβδt−2

p2(
3∑

t=1

ecoopt +Eb

3∑
t=1

e′t)︸ ︷︷ ︸
own pay

+α
p

2
(w

3∑
t=1

ecoopt +Eb

3∑
t=1

e′t)︸ ︷︷ ︸
partner’s pay



−

c(ecoop3 ) + α Ebc(e3)︸ ︷︷ ︸
partner’s cost,

d(·)
de3

=0


subject to 0 ≤ ecoop3 ≤ M − ecoop1 − ecoop2︸ ︷︷ ︸

identical to Day 3 constraint from Solo

For simplicity we have replaced the cost of effort with with the function c(e) = eγ+1

γ+1
.

The constraint remains identical to that in the Solo treatment, and after differenti-

ation, the Langangian takes the same form as in the Solo treatment, with a piece

rate of p(1 + α)/2, representing the marginal return per task. Consequently, the

optimal response for i is to behave as if they are in the Solo treatment, receiv-

ing a piece rate of p(1 + α)/2. The partner’s effort and effort-cost variables no

longer affect the derivatives. Therefore, the best response for player i, denoted as

ecoop3 (e1, e2, p) = es3(e1, e2, β, p(1+α1)/2), becomes independent of the partner’s choice,

making it a dominant strategy in this interaction. By solving backwards,

Day 2’s problem:

ecoop2 (e1, β, p) ≡ argmax
e2

kβδt−1

[
p

2
(1 + α)

(
3∑

t=1

ecoopt +Eb

3∑
t=1

e′t

)]

−

c(ecoop2 ) + α Ebc(e
′
2)︸ ︷︷ ︸

partner’s cost,
d(·)
de3

=0



−

βδc(êcoop3 ) + αβ′δ′ Ebc(e
′
3)︸ ︷︷ ︸

partner’s cost,
d(·)
de3

=0


subject to
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(i) 0 ≤ ecoop2 ≤ M − ecoop1

(ii) êcoop3 ≡ es3(e1, e2, β̂; p(1 + α)/2)︸ ︷︷ ︸
identical to Day 2 constraint from Solo

The bolded terms representing the partner’s effort disappear from the first-order con-

dition, resulting in a Lagrangian that is identical to the one obtained from the Solo

treatment, with a piece rate of p(1 + α)/2. Therefore, by definition, ecoop2 (e1, β, p) =

es2(e1, β, p(1 + α)/2).).

When solving backwards for Day 1, the same steps demonstrate that the marginal

benefit per task remains p(1 + α)/2. Additionally, the constraints, as well as the

partner’s effort or effort cost, become irrelevant to the optimal response, thereby

establishing a dominant strategy. □
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Appendix I. Additional Regressions

The following regressions are equivalent to those shown in Table 4, but with the addition of

demographic controls.

Table 10. Effect of Partner’s past Effort with Demographic Controls

Dependent variable: Number of Tasks on Day 2

Cooperative Competitive Cooperative-obs Competitive-obs

[1] [2] [3] [4]

ej,1 0.096 −0.182∗ 0.102 0.361∗∗

(0.09) (0.10) (0.07) (0.15)

ei,1 0.222∗ 0.410∗∗ 0.531∗∗∗ 0.144

(0.11) (0.18) (0.10) (0.17)(
1ei,1>ej,1

)
× ej,1 0.042 -0.069 0.198 0.453∗∗

(0.13) (0.25) (0.13) (0.22)

Constant 65.378∗∗ 121.595∗∗∗ 48.031 70.294∗∗

(29.80) (28.29) (31.79) (32.17)

Controls Yes Yes Yes Yes

Observations 94 96 94 92

Note: Standard errors, reported in parentheses, are robust across all treatments. For
treatments with observability, they are clustered at the team level. In our notation, ej,1
denotes the number of tasks submitted by the partner on Day 1, while ei,1 represents
the worker’s own effort on the same day. It should be noted that workers who exhausted
the full 45 minutes on either Day 1 or Day 2 are excluded from this analysis. Workers
that could not be paired with another worker due to an odd number of subjects in the
session (and consequently could not participate on subsequent days) are also excluded.
The controls include dummy variables on gender, age (dummy variables for ages 18 to 24,
25 to 30, 31 to 40, 41-50, 51-64 and >65), and the education level (dummy variables for
subjects that completed high school or less, some college or a bachelor’s degree or more).
*p < 0.1, **p < 0.05, ***p < 0.01.
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The following regressions are equivalent to those shown in Table 5, but with the addition of

demographic controls.

Table 11. How Observability Influences Team Treatments?

Dependent variable

Total No. Tasks on Tasks on 1=Spent 45 mins

of Tasks D1 D2 + D3 0=Otherwise

[1] [2] [3] [4]

Cooperative 445.827∗∗∗ 147.784∗∗∗ 306.464∗∗∗ 0.686∗∗∗

(41.94) (17.21) (32.91) (0.12)

Competitive 414.623∗∗∗ 146.788∗∗∗ 273.756∗∗∗ 0.593∗∗∗

(47.21) (17.20) (36.58) (0.12)

Cooperative×obs -24.058 -2.446 -23.177 -0.042

(24.18) (9.82) (19.04) (0.07)

Competitive×obs 39.767 -1.378 38.953∗ 0.090

(26.84) (9.59) (21.97) (0.07)

Controls Yes Yes Yes Yes

Observations 414 442 414 414

Note: Robust standard errors are reported in parentheses. All specifications are
OLS regressions. In every column, except for [2], workers from the Cooperative
and Competitive treatments who submitted tasks on Day 1 but could not be paired
with another worker due to an odd number of subjects in the session (and con-
sequently could not participate on subsequent days) are also excluded. It should
be noted that workers who exhausted the full 45 minutes on either Day 1 or Day
2 are excluded from this analysis. The controls include dummy variables on gen-
der, age (dummy variables for ages 18 to 24, 25 to 30, 31 to 40, 41-50, 51-64 and
>65), and the education level (dummy variables for subjects that completed high
school or less, some college or a bachelor’s degree or more). *p < 0.1, **p < 0.05,
***p < 0.01.
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The following regressions compare the performance in the Solo treatment relative to Cooperative-

obs and Competitive-obs.

Table 12. Cooperative-obs vs Competitive-obs

Dependent variable

Total No. Tasks on Tasks on 1=Spent 45 mins

of Tasks D1 D2 + D3 0=Otherwise

[1] [2] [3] [4]

Cooperative obs 44.286∗ 23.715∗∗∗ 22.721 0.136∗∗

(25.77) (8.36) (20.71) (0.07)

Competitive obs 81.880∗∗∗ 23.317∗∗∗ 56.975∗∗∗ 0.194∗∗∗

(25.83) (8.48) (21.70) (0.06)

Constant (Solo) 344.663∗∗∗ 121.703∗∗∗ 229.171∗∗∗ 0.444∗∗∗

(42.05) (13.92) (33.09) (0.11)

Controls Yes Yes Yes Yes

Observations 330 348 330 330

p- values from F tests

Cooperative obs
0.16 0.96 0.12 0.37

vs Competitive obs

Note: Robust standard errors are reported in parentheses. All specifications are
OLS regressions. In every column, except for [2], workers from the Cooperative and
Competitive treatments who submitted tasks on Day 1 but could not be paired with
another worker due to an odd number of subjects in the session (and consequently
could not participate on subsequent days) are also excluded. It should be noted that
workers who exhausted the full 45 minutes on either Day 1 or Day 2 are excluded
from this analysis. The controls include dummy variables on gender, age (dummy
variables for ages 18 to 24, 25 to 30, 31 to 40, 41-50, 51-64 and >65), and the
education level (dummy variables for subjects that completed high school or less,
some college or a bachelor’s degree or more). *p < 0.1, **p < 0.05, ***p < 0.01.
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